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Transition to weak generalized synchrony in chaotically driven flows
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We study regimes of strong and weak generalized synchronization in chaotically forced nonlinear flows. The
transition between these dynamical states can occur via a number of different routes, and here we examine the
onset of weak generalized synchrony through intermittency and blowout bifurcations. The quantitative char-
acterization of this dynamical transition is facilitated by measures that have been developed for the study of
strange nonchaotic motion. Weak and strong generalized synchronous motion show contrasting sensitivity to
parametric variation and have distinct distributions of finite-time Lyapunov exponents.
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I. INTRODUCTION

Over the past few decades the study of driven nonlinear
systems has revealed a number of new dynamical phenom-
ena, and this has made the design and control of a wide
variety of different dynamical behaviors possible [1,2]. Peri-
odic driving is a widely studied case, but other forms of
forcing have also been explored. One effect of driving has
been stabilization, when chaotic dynamics is made noncha-
otic under the influence of an external force. The most un-
usual instance of such transformation occurs with a quasip-
eriodic drive, when strange nonchaotic attractors (SNAs) [3]
are created. These are a novel class of attractors that are so
far unknown in unforced systems.

Another direction of research has explored synchronized
entrainment of chaotic motion in coupled nonlinear dynami-
cal systems [2]. In a sense this also involves forcing one
dynamical system by another: trajectories of the response
system synchronize with those of the drive, resulting in ef-
fective stabilization. Depending on the coupling and the na-
ture of the systems, there can be a variety of forms of syn-
chrony, and these have been discussed in detail in the recent
literature [1].

Consider the “drive-response” system

f{—j:F(x,u,a), (1)
du
7 G(u,p), (2)

where x € R” and u € R™ are the dynamical variables of the
response and drive systems respectively. The vector fields F
and G are taken to be continuous and differentiable, and «
and S represent control parameters. The coupled system has
n+m Lyapunov exponents. Given the skew-product structure
the m exponents of the drive denoted by \/,i=1,...,m are
unaffected by the coupling, while the remaining »n exponents
)\;‘,i= 1,...,n correspond to the response subsystem and are
conditional Lyapunov exponents (CLEs).

If the drive and the response are identical, then it is well
known that complete synchronization (CS) can occur [2].
However, when the drive and response are distinct, for suit-
able form of the coupling there is the possibility of general-
ized synchronization (GS) [4], when the state of the response
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system is uniquely dependent on the drive. An understanding
of how synchronization comes about in such general
settings—and indeed, the nature of synchrony between dis-
similar systems—is still incomplete although numerous in-
stances have been characterized.

In a technical sense, generalized synchronization results
when the subsystem Lyapunov exponents, the \}’s are non-
positive: then different trajectories of the response system
can coalesce [2]. The dynamics of the response is then stable
and there is an attracting invariant set which is a graph
@ :u—x. Since this invariant set is attracting, perturbed tra-
jectories return to it asymptotically at an exponential rate.
Although properly speaking this limit set is not a global at-
tractor (since there is dependence on the initial conditions of
the drive) this is indeed a case of generalized synchrony, and
it implies the existence of a unique functional dependence,
x=®[u] [4]. However, distinction should be made between
the cases of the function @ being smooth and differentiable
[5.,6], or not: these are known as strong and weak GS respec-
tively.

In the present paper, we study driven flows where both the
drive and the response are nonlinear oscillators. Our motiva-
tion is to analyze the state of generalized synchrony, and in
particular to examine the transition from strong to weak GS.
We have recently shown in studies of driven mappings that
there are transitions to weak GS [7] that parallel analogous
routes to chaos [8] or routes to the creation of SNAs [9] in
quasiperiodically forced nonlinear systems. Here we study
transitions to a state of weak generalized synchronization via
intermittency as well as via a blowout bifurcation.

We examine quantitative characterizations of this dynami-
cal transition by adapting tools that were originally intro-
duced in the study of strange nonchaotic dynamics such as
parameter sensitivity exponents. Similar measures can be
useful in characterizing the transitions between strong and
weak generalized synchronization, as well as the disappear-
ance of weak GS, namely the transition from weak GS to a
state of no generalized synchrony. We also use other quanti-
tative measures such as the distribution of local Lyapunov
exponents to examine the various dynamical transitions.

The phenomenon of generalized synchronization has a
wide range of applicability. For instances, in the context of
time-series analysis, the stabilization of recursive filters has
been an important issue of practical importance [10,11] to
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ensure that measurable quantities of the drive reconstructed
from the filter output does not change the properties of the
original drive [12]. From a technological point of view, gen-
eralized synchronization of aperiodic trajectories suggest ap-
plications in secure communications [13] and chaotic mask-
ing [14]. Chaotic motion being ubiquitous in nature, the
entrainment of one system as a consequence of being driven
by another can be a common method of dynamical control in
physiological processes [15], neuronal systems [16], ecologi-
cal systems [17], and financial markets [18], for instance.
The analysis of generalized synchrony is thus of consider-
able interest.

The organization of this paper is as follows. As drive we
take a Rossler oscillator and as response we consider two
model nonlinear dynamical systems that have experimental
realizations as well. In Sec. I we examine the driven Duffing
oscillator and study the transition to weak GS from strong
GS through intermittency. We further study a different driven
nonlinear oscillator that makes this transition through a
blowout bifurcation. The transition from weak synchrony to
asynchrony is discussed in Sec. III, while characterization of
the dynamics and the geometry of the various limit sets is
discussed in Sec. IV. The paper concludes with a discussion
and summary in Sec. V.

II. TRANSITIONS TO WEAK GS

We exploit the parallels that were noted in our earlier
work between quasiperiodic and chaotic driving [7] to ob-
serve that when a situation of strong generalized synchroni-
zation obtains, the existence of a smooth implicit function @
is analogous to the case of a nonfractal nonchaotic attractor.
Similarly, when there is weak generalized synchronization,
® is nonsmooth, analogous to a strange nonchaotic attractor.

The chaotic drive that we use in the present work is the
Rossler oscillator

du
E:(_U_W)f’
< wrav),

Cj{—v: =[b+wu-c)lf, (3)

with parameters a=b=0.2 and the factor f is a scaling pa-
rameter that is introduced in order to have some flexibility in
adjusting the natural frequency of the chaotic oscillator. Spe-
cifically, we use the output signal u(z) to drive the response.

A. Intermittency

The response system that we study first is a forced Duff-
ing oscillator which is given by the following dynamical
equations,

dx

dt_y,
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FIG. 1. Schematic phase diagram of driven Duffing oscillator
Eq. (5) in the parameter space: white corresponds to regions of GS
where dynamics are stabilized and black corresponds to regions of
asynchrony where dynamics is chaotic.

d
—);z—hy+x—x3+Ax cos 6,

do
5 4)
Note that for A=0, this is passive Duffing oscillator, but for
nonzero A, the system is known to display a variety of dy-
namics including limit cycles and chaotic behaviors.

We subject this oscillator to external driving by the
Rossler oscillator (with time scale parameter in Eq. (3) is
taken to be f=1.49); the above equation for dy/dt is thus
modified as

i%:—hy+x—x3+Axcos 0+ Aa,ux. (5)
The natural frequency of the drive and the amplitude of the
signal u can be adjusted by varying the parameters f and c.
Recall that the case of a sinusoidal u(f) has been studied
earlier in the context of transitions to SNAs [19-21].

Figure 1 shows the phase diagram of the driven Duffing
oscillator Eq. (5) as a function of the parameters ¢ in the
drive equations of motion and # in the response, keeping A
=0.15 and a,=0.125. Regions in white (black) represent the
dynamical state of generalized synchrony (asynchrony),
namely, the response conditional Lyapunov exponent is
negative (positive). To study the dynamical behavior of the
drive as well as the response, we focus on the 2=0.2 line in
this phase diagram.

Figure 2 shows the variation of largest Lyapunov expo-
nents (LEs) of the drive Eq. (3) and response Eq. (5). In a
small window, we find multistability, with two coexisting
attractors [22] and this region is shaded in the figure. The
Rossler system shows a variety of dynamical regimes as the
parameter ¢ is varied: chaotic dynamics for parameters
where LEs are positive and regular dynamics where LEs are
zero. Py, P,, P3, and P, are some of the largest periodic
windows in the dynamics of the drive. The driving of the
Duffing system, Eq. (5) by varying ¢ takes the dynamics of
the response into different dynamical regimes of GS and at
sufficiently high values of ¢, regions of asynchrony is
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FIG. 2. (Color online) Variation of Lyapunov exponents of the
drive Eq. (3) (black) and response Eq. (5) [red (dark gray)] along
the line #=0.2. MS indicates a small window of multistability,
where there is more than one attractor, with different Lyapunov
exponents.

reached. There is some evidence for multistability around the
periodic window P4 where states of GS and asynchrony co-
exist: this region is marked MS (see Fig. 2).

To study the dynamical transitions from weak to strong
GS, we focus in the parameter range c¢=5.18 to 5.19 around
the region P,. Figure 3(a) shows the variation of the largest
Lyapunov exponent A, of the drive as a function of this pa-
rameter. The dynamics is chaotic for c¢=c¢;~5.185 05
(marked by the arrow), with an abrupt transition to a limit

(a)
e
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-0.048 (b)
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FIG. 3. The largest Lyapunov exponent (a) A, of the driving
Rossler oscillator Eq. (3) and (b) N, of response Duffing oscillator
Eq. (5). (c) Variance of \, evaluated from ensembles of initial con-
ditions. In (c) wGS and sGS corresponds to regime of weak and
strong generalized synchronization, and ¢; indicates the bifurcation
point in the drive and response systems, respectively.
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FIG. 4. Projection of the dynamics of the response Duffing os-
cillator Eq. (5) on Poincaré section of (x,6 mod 2r) plane. (a)
Intermittent limit set at ¢=5.185 in the regime of weak GS. (b)
Smooth limit set ¢=5.1851 in the regime of strong GS.

cycle for ¢ > ¢;. The response dynamics of the Duffing oscil-
lator Eq. (5) is nonchaotic throughout this range, see Fig.
3(b). However at c=c,, the Lyapunov exponent \, decreases
sharply while beyond this point it decreases slowly.

The intermittency transition in the drive induces intermit-
tency in the response as well. Shown in Fig. 4(a) is the
Poincaré section for an orbit in the (x, 6) plane [19]: the limit
set is nonsmooth and dynamics on it is both intermittent and
nonchaotic. A regime of weak generalized synchronization is
manifest [7]. Below ¢; the dynamics is characterized by in-
termittency. Upon increasing ¢ above ¢, a regime of strong
GS results; the limit set becomes smooth as shown in Fig.
4(b). Similar dynamical transitions of GS are also observed
inside P, window in Fig. 2.

The dynamical transitions from weak GS to strong GS
can also be detected in the behavior of variance of the finite-
time Lyapunov exponents. Shown in Fig. 3(c) is the variance
of the response finite-time Lyapunov exponents. In general at
this intermittency transition both the Lyapunov exponents
and the variance show abrupt changes, with power—law
variation [19-21].

B. Blowout

In systems possessing a symmetric invariant subspace, the
destabilization of this subspace by variation of a system pa-
rameter results in the so-called “on-off intermittency” at a
blowout bifurcation. A well-studied model in this context is
the nonlinear oscillator [24,23]

i+ i+ S+ [+ f1(0) + f(0)]sinRmx) =0,  (6)

where f;(¢),i=1,2 are arbitrary time-dependent functions,
and the invariant subspace is the point x=0, x=0.
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FIG. 5. Variation of (a) Lyapunov exponent \, of response Eq.
(7) (b) Variance of Lyapunov exponents \, with « (kj, is the point of
blowout bifurcation). (c) Projection of trajectory on the strobo-
scopic section at k=4.5 showing a nonsmooth limit set. (d) Trajec-
tory of y, on the nonsmooth limit set showing on-off intermittency.

We take one forcing function to be harmonic, and the
second to be the Rossler drive, rewriting the system as fol-
lows:

x=y,

y=—ky—7x> + (u+sin 0+ u)sin(27x),

6=1. (7)

Here «, 7, and u are parameters of the response, and the
chaotic signal u(z) is the output of the Rossler oscillator with
a=b=0.2, ¢=5.7, and f=1.

The largest Lyapunov exponent of the response, A, of Eq.
(7) from an ensemble of initial conditions with 7=2 and u
=-1.1 is computed as a function of . As can be seen in Fig.
5(a), when « decreases, \, increases sharply to zero at «,
~4.76, and then decreases, showing the blowout bifurcation
in the response dynamics. Thus in the entire range, the re-
sponse system is in generalized synchrony with the drive:
strong GS for k> k;, and weak GS for k= k;,. This abrupt
change in the nature of the synchronization is evident in the
behavior of the variance of finite-time Lyapunov exponents.
In Fig. 5(b), with decrease in k, a sudden increase in the
variance is observed at the bifurcation, signifying the desta-
bilization of the invariant subspace, and this results in a non-
smooth limit set as shown in Fig. 5(c) (this is a stroboscopic
section of a trajectory at =27n, n=1,2...). A typical tra-
jectory on the invariant set is transversely unstable, and ex-
hibits on-off intermittency [25]; see Fig. 5(d) for the case of
k=4.5.

III. FROM WEAK GS TO ASYNCHRONY

When system parameters are varied the subsystem
Lyapunov exponents in the coupled systems need not remain
nonpositive. There is a loss of generalized synchronization
when the largest of the subsystem Lyapunov exponents be-

PHYSICAL REVIEW E 81, 016208 (2010)

|
6 7

| | | 3 | | | |
0 1 2 3 4 5 6 17 0 1 2 3 4 5
6 mod(2m)

o 2
0 100 200 300 400 500 O 100 200 300 400 500
t

FIG. 6. (Color online) Strange limit sets of the forced Duffing
oscillator, Eq. (5) in the regime of (a) weak GS at ¢=9.2(\,=
—0.0068) and (b) asynchrony at ¢=9.79(\,=~0.0066). (c) Trajecto-
ries at ¢=9.2 (weak GS) starting from different initial conditions
synchronize after some initial transients. (d) At ¢=9.79 (asyn-
chrony), two nearby trajectories get desynchronize.

comes positive: the dynamics becomes asynchronous. We
examine the behavior of the largest conditional Lyapunov
exponent at the transition from weak GS to asynchrony since
it is known that in unforced systems, along any route to
chaos, the maximal Lyapunov exponent has a characteristic
signature at the transition [26-28].

The transition from nonchaotic to chaotic dynamics in
forced systems has also been analyzed earlier [29], and it
appears that the arguments and reasoning that was used in
the study of this transition in quasiperiodically forced sys-
tems may be more generally applicable. Following the rea-
soning outlined in [29], we can argue that a linear variation
of Lyapunov exponents will be seen in the case of chaotic
forcing. Suppose a transitions from weak GS to asynchrony
takes place at a critical value of drive parameter 8= 3, with-
out any abrupt changes in the geometrical structure of the
limit sets. A trajectory can visit both the expanding and con-
tracting region of the phase space. Let \,(8) and A .(8) be the
average expansion and contraction rate of a trajectory visit-
ing the regions of synchrony and asynchrony with frequen-
cies f,(B) and f.(B), respectively. The terms f,(B)\.(B) and
f(B)\(B) gives the average expansion rate and contraction
rate respectively. So, the Lyapunov exponent N\, of the re-
sponse which determine the average rate of expansion or
contraction can be written as

)\r(ﬂ) =fe(ﬂ))\e(ﬁ) _fL(:B))\L(IB) . (8)

Figure 6(a) and 6(b) shows the essentially indistinguishable
limit sets of forced Duffing Eq. (5) in regions of synchrony
and asynchrony, respectively. Although, morphologically
both limit sets are strange or nonsmooth without any distinc-
tive changes across the transition, but due to global stability
in weak GS regime, trajectories in the same basin of attrac-
tion synchronize whereas asynchronous motion takes place
when global stability is lost. Figure 6(c) and 6(d) show tra-
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jectories contrasting the case of weak generalized synchrony
and asynchrony phase.

In such scenarios where phase-space structure does not
change drastically, one can assume that the dynamical quan-
tities defined in this region, i.e., N\, (8), \.(B), f.(B), and
f.(B) are smooth functions of B. Taylor expansion around the
transition point 8=/, gives

)\r(ﬁ) = A(Bc) (B - Bc) + B(ﬁ(‘,)s (9)

where A(B.) and B(B,) are slope and intercept of the line
passing approximately linear from weak GS to regions of
synchrony. Although there are small fluctuations in the be-
havior of Lyapunov exponents (which arise due to initial
condition dependence in numerical computation of LE over
finite interval of time), as in the case of SNAs [29], the
Lyapunov exponent A\, crosses zero approximately linearly,
and with slope =0.025; this can be seen in Fig. 2 (dotted
line).

IV. CHARACTERIZING STRANGENESS:
PARAMETER SENSITIVITY

Although the behavior of the variance of the distribution
of finite-time Lyapunov exponents (FTLEs) can detect the
dynamical transition from strong to weak GS, it does not
give much information about the geometry of the limit sets.
The nature of this geometry, in particular the degree of
“strangeness” can be determined by analyzing the sensitivity
of the dynamics to perturbations of external forcing [30] or
of the system parameters [31].

The sensitivity of the response x to perturbations of the
drive initial conditions, namely dx/du, gives a good measure
for quasiperiodically forced systems [30]. This does not ap-
pear to be useful for other types of forcing. To see this, for
u e R, by differentiating Eq. (1) with respect to the drive
variable, one gets

d Jx oF dx; JF du
CX_ g0, 2 (10)
dt auo j=1 z?x] auo du C?MO

Note that in the last term, du/du, is determined by the sta-
bility characteristics of the drive: for quasiperiodic forcing,
dulduy=1 and thus dx/duy which is obtained by integrating
Eq. (10) is a good measure to quantify the strangeness of the
limit sets [30]: |dx/du,| is bounded for smooth limit sets,
whereas it is unbounded for nonsmooth limit sets. However,
if du/duy+# 1 the situation is less clear.

In such cases, the parameter sensitivity [31,32] provides a
good measure to characterize dynamical transitions associ-
ated with a change in the morphology of the invariant set.
Adapting the parameter sensitivity analysis for the present
case of time continuous systems, note that upon differentiat-
ing Eq. (1) with respect to system parameter a, one gets

doix (?x oF
— = + . (11)
drda =1 ﬁx Jda da/ .
which can be solved to obtain dx/da, the sensitivity of re-

sponse with respect to a system parameter. Depending on the
dynamics of the response, the quantity
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FIG. 7. (Color online) Parameter sensitivity exponents (left
panel) and corresponding distribution of finite-time Lyapunov ex-
ponents (FTLEs) (right panel) of response dynamics for Eq. (5) in
(a)—(d) and Eq. (7) in (e) and (f): (a) Strong GS [red (dark gray)
line] and weak GS (black line); (b) strong GS (black line) and weak
GS [red (dark gray)] line; (c) asynchrony [red (dark gray) line] and
weak GS (black line); (d) asynchrony [red (dark gray) line] and
weak GS (black line); (e) weak GS due to blowout bifurcation and
its (f) FTLEs distribution.

(9Xk

P (12)

Y= max
0=k=t

namely, the upper envelope of the signal dx;/da has three
typical behaviors.

When the largest of the subsystem Lyapunov exponents is
positive, y~exp(\,r) because of exponential divergence of
the orbits. This corresponds to a lack of generalized synchro-
nization. In regions of generalized synchrony where the larg-
est exponent is nonpositive, it can be shown that y~ * with
exponents u=0 for regular dynamics, namely, for the case of
strong GS, and w# 0 for irregular dynamics, namely for the
case of weak GS.

Another suitably averaged quantity to consider is the
lower envelope of different vy, of different initial conditions,

I'; = min{y} (13)
X0l
and this proves to be more appropriate to use for character-
ization of the limit sets. In the region of nonchaotic dynam-
ics, again

r,~* (14)

and the exponent u is a good measure for characterization of
the dynamics and the “degree of strangeness.”

Figure 7(a) shows parameter sensitivity of the dynamics
across the intermittent transition from weak to strong GS in
the forced Duffing system. The sensitivity exponent (black
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line) for intermittent dynamics in regime of weak GS at ¢
=5.185 grows with u=0.166 whereas it [red (dark gray)
line] saturates for dynamics in regime of strong GS at ¢
=5.1851. This behavior can be contrasted with the distribu-
tions of finite-time Lyapunov exponents (FTLEs) [33] which
is defined as

P(\,,t)d\, = Probability that \,(r) takes a value
between \,(¢) and N\,(¢) +d\,(¢). (15)

Figure 7(b) shows the distributions of FTLEs of the forced
Duffing oscillator evaluated for trajectory length r=10. At
c=5.1851 for the case of strong GS, the distribution of
FTLESs (solid line) is largely confined to the negative axis,
whereas FLTEs for the intermittent weak GS at ¢=5.185
(dashed line) extends into the positive axis [34,35]. Figure
7(c) and 7(d) shows the dynamical difference between the
regime of weak GS and asynchrony. The behavior of param-
eter sensitivity across the transition from weak GS to asyn-
chrony is shown in Fig. 7(c). At the regime of weak GS at
¢=9.2, there is a power law growth (black line) with expo-
nent (u=6.782) but the behavior changes to exponential
[red (dark gray) line] in regime of asynchrony at ¢=9.79. In
Fig. 7(d), the distribution of FTLEs across the transitions is
shown: The mean of distribution shifts toward the positive
components as one approach regions of asynchrony [red
(dark gray) line] from weak GS (black line).

Shown in Fig. 7(e) and 7(f) are the corresponding quan-
tities at the blowout transition in the forced systems, Eq. (7).
The parameter sensitivity of the dynamics for weak GS in
this system at k=4.5 has power law growth with exponent
pn=2.636, while the distribution of FTLEs for trajectory
length r=300 is Gaussian; see Fig. 7(f).

V. SUMMARY AND DISCUSSION

External driving of nonlinear dynamical systems can give
rise to a stable response that is in a state of generalized
synchronization with the drive. In the present work we have
studied the structure of this state by examining the so-called
strong and weak forms of generalized synchronization, the
transition between them, and the loss of synchronization
when system parameters are varied.

Our strategy has been to exploit the parallels between
strange nonchaotic motion and weak generalized synchroni-
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zation [7]. We have examined two specific “routes,” the in-
termittency and blowout bifurcation transition from strong to
weak GS in driven flows, and show that the parameter sen-
sitivity provides a good measure to detect the dynamical
transition from weak GS to strong GS since this is sensitive
to the degree of strangeness of the limit set on which gener-
alized synchronization occurs. At the transition from weak
GS to asynchronous dynamics, as in the case of the SNAs to
chaotic attractor transition [29], the Lyapunov exponent var-
ies linearly as it crosses zero. This similarity further under-
scores the fact that SNAs should be viewed as a manifesta-
tion of weak GS [7].

A major motivation that has governed our choice of the
driven nonlinear dynamical system has been that the phe-
nomena that are described should be experimentally realiz-
able. Therefore we have examined the Duffing oscillator, Eq.
(5) as a model response system. An experimental system that
is closely modeled by this oscillator is the magnetoelastic
ribbon which has been earlier studied under the effect of
quasiperiodic driving [36]. The second system we studied,
Eq. (7), corresponds to a driven superconducting quantum
interference device (SQUID) [24]. Thus we believe that the
transitions discussed here can, in principle, be detected in
laboratory experiments.

Chaotic motion—and therefore chaotic modulation—is
widespread in natural systems. As a consequence, the occur-
rence of generalized synchrony may well be the most robust
mechanism for the creation of temporal correlations in na-
ture, given the fact that nonlinearity and coupling are both
common features of natural systems. Indeed, stabilization of
dynamics by quasiperiodic forcing has been suggested as a
mechanism that neural systems could exploit [37,38], al-
though it is not easy to identify a reliable source of quasip-
eriodicity in nature. Given the ubiquity of stochasticity and
chaos in biological systems over a wide range of time scales
[37,39,40,15,41], the stability of such dynamics may be the
result of generalized synchronization to a chaotic environ-
ment.
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